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Directed graphical models

Let G = (V, E) be a directed acyclic graph.

The distribution of a random vector X = (X1, X2, X3, Xa, X5) € H?:l X; with density
p lies in the graphical model corresponding to G if

> Factorization
p(x1,x2, X3, X4, x5) = p(x1)p(x2)p(x3]x2)p(xa|x1, X2, x3) P(x5]X1, X4)-
» Markov properties
X1l Xo: Xo AL X5 | X1, Xa; Xz 1L X5| X1, Xa,

which come from the d-separation statements 1 1, 2; 2 1,5|1,4; 3 1, 5|1,4.

)
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Directed Gaussian graphical models

Let X ~ N (p, ). When does the distribution of X lie in the model M ¢ of Gaussian
distributions corresponding to a DAG G = (V, E)?
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Directed Gaussian graphical models

Let X ~ N (p, ). When does the distribution of X lie in the model M ¢ of Gaussian
distributions corresponding to a DAG G = (V, E)?

» d-separation yields: a1y b|C = X;ILXp|Xc <= |Xic,bcl =0, and

Me={X >0 : |Xicoc| =0forall a Ly b|C}.

1142 2145/1,4; 314514

e\e‘a Me={E>0:X10=0, |Zo14514] =0, |X314,514] = 0}.

» Mg = My if and only if G and H have the same skeleton and the same

unshielded colliders.

19



Directed Gaussian graphical models
X ~ N(p, X) lies in the model with DAG G = (V, E) if and only if

X; = Z NjiX; +€i,  where e ~ N(v,Q), and Q = diag(wy, . ..

Jj€pa(i)

,Wn)-
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Directed Gaussian graphical models
X ~ N(p, X) lies in the model with DAG G = (V, E) if and only if

Xi = Z NjiX; +€i,  where e ~ N(v,Q), and Q = diag(ws, . .., wn).

Jjepa(i)
X1 =¢€
@ @ Yo e
SV
e e a Xg = A1a X1 4+ X4 Xo + X34 X3 + €4
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Directed Gaussian graphical models
X ~ N(p, X) lies in the model with DAG G = (V, E) if and only if

X; = Z NjiX; +€i,  where e ~ N(v,Q), and Q = diag(ws, . .., wn).
Jjepa(i)

X1 =¢€
e c X2 =e
‘ ‘ X3 = A3X2 + €3
e e a Xg = A1a X1 + A2aXo + A3a X3 + &4

X5 = A15X1 + A5 Xy + €5

Let

0 0 0 Ais A wp O 0 0 0

0 0 X3 Axy 0 0 wo 0 0 0
A=]0 0 0 X 0 |eRE Q=|0 0 w3 O 0]>0

0 0 O 0 g 0 0 0 wg O

0 0 O 0 0 0 0 0 0 ws
Then,

X=A"X+tee=X=(1-NTg

and,

r=0-N"TQU-N"1.
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Directed Gaussian graphical models

The directed Gaussian graphical model corresponding to a DAG G = (V,E) is
Meg=1{Z : T=(-AN"TQU-N"1, AeRE,Q > 0 diagonal}.

This is a parametric description of M.
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Directed Gaussian graphical models

The directed Gaussian graphical model corresponding to a DAG G = (V,E) is
Meg=1{Z : T=(-AN"TQU-N"1, AeRE,Q > 0 diagonal}.

This is a parametric description of M.

And the implicit description of M is given by d-separation:

Meg={X >0 : |Zicoc| =0forall aLyb|C}.

» What happens if we introduce hidden variables?

19



Introducing hidden variables

R O

X1 =¢

X2 =e

X3 = A3 X2+ €3

Xg = A1a X1+ A2aXo + A3g X3 + &4
X5 = A15X1 + A5 Xy + €5
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Introducing hidden variables

R O

X1 =€

X2 =e

X3 = A3 X2+ €3

Xg = A1a X1+ A2aXo + A3g X3 + &4
X5 = A15X1 + A5 Xy + €5

Y=0U-N"TQU-N1,

0 0 0 A A
0 0 Az Ay O
whereA= [0 0 0 A3 0 | eRrE
0 0 0 0 s
0 0 0 0 0
w11 0 0 0 0
0 w2 0 0 0
Q= 0 0 w33 0 0 -0
0 0 0 wy O
0 0 0 0 wss

where A =

Xo =€

X3 = A3 Xo + €3

Xg = AoaXo + A3 Xz + &
X5 = M5 Xy + &

T=(-N"TQU-N,

0 Az Am 0
0 0 A3 O E
) 0 s | €F
0 0 0 0
) 0 0
w33 0 0 < PDB.
0 was  wis
0 was  wWss
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Mixed Gaussian Graphical Models

Q a Given a mixed graph G = (V, E, B), take
' 0 0 0 0 w11 w12 w13 0
0 0 A23 0 E _ | w2 w2 0 wog
000 0 x]SR 2=|us 0wy o | €PPE
0 0 o 0 0wy 0wy

oo

The mixed Gaussian graphical model corresponding to G = (V, E, B) is
Meg={Z>=0:XZ=0—-N"T"QU-NAN"1 AeRE QePDg}.
Questions:

»> How can we describe M¢? Are Cl relations/d-separation enough?
> When is Mg = My?



Trek separation

» Conditional independence is not enough:

0‘9’6

Mg={x>0:

|223,45| = 0}.
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Trek separation

» Conditional independence is not enough:

‘ MG:{Z>0 : |223y45| =0}.

» Trek separation is a combinatorial criterion for when we have determinantal
constraints.
[Sullivant, Talaska, Draisma 2010]
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Trek separation
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Trek separation

Definition (Sullivant, Talaska, Draisma, 2010)

/Cj/\ N \ The sets A and B are trek separated by (E, F) if every trek
; : between a € A and b € B intersects either E on the left or
f trok & F on the right.
TeKs

Example

E {2,3} and {4,5} are trek separated by (0, {4}).

QAG'G
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Trek separation

g\ Definition (Sullivant, Talaska, Draisma, 2010)
] . N\ \ The sets A and B are trek separated by (E, F) if every trek
; : between a € A and b € B intersects either E on the left or
f trok \€>\ F on the right.
reks

Example

Q {2,3} and {4,5} are trek separated by (0, {4}).

e‘e.a Thus, ‘223,45| =0.

Theorem (Sullivant, Talaska, Draisma, 2010)

For every A, B C V/, the submatrix X 4 g has rank at most r if and only if there exist sets
E,F C V such that |E| + |F| < r and (E, F) trek-separates A and B.

19



Trek separation might not be enough to describe Mg

» No Cl relations and no trek separation:

@v‘@ Mg ={E~0: f(£)=0},
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f(X) = 022034013 — 022033014 — 023024013 + 053014.
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Trek separation might not be enough to describe Mg

» No Cl relations and no trek separation:

av‘e Mg ={Z >0 : f(X)=0},
where
o

2
f(X) = 022034013 — 022033014 — 023024013 + 053014.

0T —E—® M= (550 ¢ ums(D) =0},

where
Verma graph

fVerma(z) = 011013022034 — 011013023024 — 011014022033

2 2 2 2
+0110140%3 — 012013034 + 012014033 + 012073024 — 012013014023.

10/19



Nested determinants

» Constraints are determinants of compound matrices.

. [X23,23]  |X23,24]
f(X) = ’ ’ .
' G =" 5
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Nested determinants

» Constraints are determinants of compound matrices.

. [X23,23]  |X23,24]
f(X) = ’ ’ .
' G =" 5

Y103,123]  [X123,124
R

I ETREVIE P ETREY

[X123,134]  [Z123,234]| _
[Z34,12]  |X34,13

Verma graph = ‘ Y11 Y10
s >
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Nested determinants

» Constraints are determinants of compound matrices.

' |Z2323]  [Z23,24]
f z . ] )
. () Y13 Y14

ferma(X) = [T123,123]  [X123,124]

OSO=

Verma sraoh _ |IZ12313a]  [Ta2334l| _ ||Z12,12]  [Z12,13]
grap Y11 Y12 |Z34,12]  [X34,13]

» Can we give a combinatorial criterion for when this happens?

> Are these equations enough to describe the model Mg?

11/19



Parentally nested determinants

For i,j € V, i # j, define the parentally nested determinant

fi = [ Zpa(ur}.patryuter Drepa(inu it cepatiugiy | -
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Parentally nested determinants

For i,j € V, i # j, define the parentally nested determinant

fi = [ Zpa(ur}.patryuter Drepa(inu it cepatiugiy | -

Qv@
‘ _ [IZ2323] 23,04

F) Y13 Y14 | far.
& on
_ |[T123,123]  [Xa23a24| _
D% Averma () i
G‘Q‘e 9 Verma 21,3 2174 41 -
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Parentally nested determinants

For i,j € V, i # j, define the parentally nested determinant

fi = [ Zpa(ur}.patryuter Drepa(inu it cepatiugiy | -

S
[22323] %2324
) = Y13 I far.
) v

pN >
Rrerma(E) = |Z103,123] | X123,124] — fy.

Y13 21,4

O——E—@

Proposition (Drton, Robeva, Weihs 2018)

Let i and j be vertices of the mixed graph G = (V, E, B) such that
1. pa(i)n sib(i) = 0,
2. all vertices in pa(i) are ancestral, and
3. je V\ (pa(i)u sib(i) U {i}).

Then the parentally nested determinant f;; vanishes on M(G).
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Parentally nested determinants

For i,j € V, i # j, define the parentally nested determinant

fi i = | (IZpa(ruirt,pa(riuict ) repa(iyulst,cepa(inulit | -

@'9
‘ _ |IZ2323] 23,24

F) Y13 Y14 = fa.
@& o o
DG @ flma(®) = | P00 el =

A vertex v is ancestral if it does not lie on a cycle, and no sibling of v has a directed

not allowed not allowed

path to v.
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Parentally nested determinants

For i,j € V, i # j, define the parentally nested determinant

fi = [(IZpa(ur}.patryutc Drepa(inu it cepatiugiy| -

Gva

[X23,23]  |X23,24]
‘ )= ):173 Z174 = fa.
& O von

[X103,123]  |X123,124]

OROSO= frana(D) = [F21l -

Proposition (Drton, Robeva, Weihs 2018)

Let i and j be vertices of the mixed graph G = (V, E, B) such that
1. pa(i)n sib(i) = 0,
2. all vertices in pa(i) are ancestral, and
3. j € V\ (pa(i)U sib(i) U {i}).

Then the parentally nested determinant f;; vanishes on M(G).

= fa1.
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Parentally nested determinants

Theorem (Drton, Robeva, Weihs 2018)
If G = (V, E, B) is globally identifiable and almost ancestral, then

Mg ={X >0 : f;;(X) =0, Vj ancestral and i # j}.

15/19



Parentally nested determinants

Theorem (Drton, Robeva, Weihs 2018)
If G = (V, E, B) is globally identifiable and almost ancestral, then

Mg ={X >0 : f;;(X) =0, Vj ancestral and i # j}.

ONoE = N A

A mixed graph G = (V, E, B) is almost ancestral if all of its vertices except for
potentially the last one in topological order are ancestral.

A mixed graph G = (V, E, B) is globally identifiable if the map
AN —=Z=U-NTQU-N1

is injective.

15/19



Restricted trek separation

Definition
Let G = (V, E, B) be an acyclic mixed graph. Let
A B,P,QE,FCV.
> A trek between a€ Aand b€ Bis a
(P, Q)-restricted trek if all vertices on its
left lie in P and all vertices on its right
lie in Q.
»> A and B are (P, Q)-restricted trek
separated by (E, F) if every
(P, Q)-Restricted Trek Separation (P, Q)-restricted trek between A and B
intersects E on left or F on right.
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Restricted trek separation

Definition
Let G = (V, E, B) be an acyclic mixed graph. Let
A B,P,QE,FCV.
> A trek between a€ Aand b€ Bis a
(P, Q)-restricted trek if all vertices on its
left lie in P and all vertices on its right
lie in Q.
»> A and B are (P, Q)-restricted trek
separated by (E, F) if every
(P, Q)-Restricted Trek Separation (P, Q)-restricted trek between A and B
intersects E on left or F on right.

Let A= {2,3}, B={2,4}, P={2,3,4}, Q={2,4}.

e a'é‘e Then, A and B are (P, Q)-restricted trek separated by
LN ({2}, 0).
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Restricted trek separation

Proposition (Drton, Robeva, Weihs 2018)

Let G = (V, E, B) be an acyclic mixed graph. Let A € RE, Q € PDg. For P,Q C V,

consider the matrix
TP = [(1 = N)p,p] " TQp ol(1 = Ng,ol

Then, for A, B C V, the submatrix qupéo) has rank at most

min{|E| + |F| : A and B are (P, Q)-restricted trek separated by (E, F)},

and is equal to this minimum generically.
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Restricted trek separation

Proposition (Drton, Robeva, Weihs 2018)

Let G = (V, E, B) be an acyclic mixed graph. Let A € RE, Q € PDg. For P,Q C V,

consider the matrix
TP = [(1 = N)p,p] " TQp ol(1 = Ng,ol

Then, for A, B C V, the submatrix ZfAPéQ) has rank at most

min{|E| + |F| : A and B are (P, Q)-restricted trek separated by (E, F)},

and is equal to this minimum generically.

Let A= {2,3}, B=1{2,4}, P ={2,3,4}, Q = {2,4}.
Then, A and B are (P, Q)-restricted trek separated by
G E E e ({2},0). Then,

5(234.24)

2324 has rank at most 1.
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Restricted trek separation

Theorem (Drton, Robeva, Weihs 2018)
If A= {ai1,...,an} and B ={b1,...,bn} are (P, Q)-restricted trek separated,

then, under some conditions™ there are sets C,-j D,-j C V, such that the matrix

with entries |ZCUU{QI.}7DU.U{1,J.}| has zero determinant.

Let A={2,3}, B={2,4}, P={2,3,4}, Q= {2,4}. Then, A
and B are (P, Q)-restricted trek separated by ({2}, 0), yielding

e‘e‘e e Zi2,12]  [Z234]| _

[Z13,12]  |X13,14]|
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Restricted trek separation

Theorem (Drton, Robeva, Weihs 2018)

If A= {ai1,...,an} and B ={b1,...,bn} are (P, Q)-restricted trek separated,
then, under some conditions™ there are sets C,-j D,-j C V, such that the matrix
with entries |ZCUU{QI.}7DU.U{1,J.}| has zero determinant.

Let A={2,3}, B={2,4}, P={2,3,4}, Q= {2,4}. Then, A
and B are (P, Q)-restricted trek separated by ({2}, 0), yielding

e‘e‘e 9 Zi2,12]  [Z234]| _

[Z13,12]  |X13,14]|

Corollary

If G = (V, E, B) is globally identifiable and almost ancestral, then the vanishing of
the parentally nested determinants f,J()Z) = |(|Zpa(r)u{r},pa(r)u{c})rEpa([)U{j},cEpa(i)U{i}|
follows from restricted trek separation.
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Remaining questions

» Is restricted trek separation enough to describe Mg in general?
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Remaining questions

> s restricted trek separation enough to describe Mg in general?

» Recursive nesting:

[Z12,12] |X12,14]
e G f=||IZ12,12] [X12,13] 12,12  [¥12,13]
o0 353 Y42 Y43
» Other hidden variable models?
P |223,45] |X25,34]

|X123,145]  |X125,134]

» Efficiently checkable criterion for Mg = My?

Thank you!
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