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. Extended abstract

1. Introduction

Semi-autonomous and autonomous technologies are already present on public roads. In the coming years they
may contribute to the elimination of traffic congestion, allow everyday commuters more hands-free time and make
transport greener by lowering emissions and improving fuel economy. Technology is also promising in that it could
reduce traffic fatalities. However, to achieve this vision, certain technological challenges must be met. Among them,
there are problems of developing a new traffic control system, efficient management of autonomous mobility fleets,
vehicle control and trajectory optimization, to name just a few. What is more, in the course of superseding human
driving, driver-less cars may encounter ethically complex problems which they should be able to handle.

Levels of autonomy determine autonomous capabilities of a certain vehicle (SAE International, 2014). At level
2 of autonomy, a human driver is responsible for taking over the control in a dicey situation when multiple courses
of action are possible. Once the autonomy level increases, human choices regarding the response to driving hazards,
which incorporate moral decision-making, will be consigned to the vehicle. Government representatives together with
academics and experts in the fields of technology, law and ethics are working on establishing official guidelines for
the development of a moral decision-making system which is able to gain social acceptance. Some general ethical
dilemmas are solved in the report of Ethik-Kommission zum automatisierten Fahren, published in June 2017. Saving
human life must always take precedence over the protection of animals or property. Another ethical rule forbids any
distinction based on personal features in case of accident (Ethik-Kommission, 2017). However, there are cases when
ethical norms cannot be clearly standardized. One example would be whether it is permissible to sacrifice one human
to save others (e.g., choosing between running over pedestrians or sacrificing the occupants of a vehicle (Bonnefon
et al., 2016)).
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Fig. 1. A graphical representation of the proposed workflow.

Autonomous decision-making may be more persuasive for humans once it reflects their values and judgements
(Indurkhya and Misztal-Radecka, 2016). Therefore, researchers have taken an interest in crowdsourcing a human
sense of morality and giving it to machines. Among them, there is MITs Moral Machine, an online platform dedicated
to the moral decisions regarding autonomous driving technology. It generates traffic scenarios and gathers human
opinion on the desirable behaviour of autonomous vehicles. The dataset is limited to the situations where, in the face
of a break failure, an autonomous vehicle has to choose between two unfavourable outcomes, sacrificing a group of
pedestrians or running into an obstacle and killing its passengers. The participants are presented with 13 dilemmas,
which differ in respect of the characters involved.

Publicly available crowdsourcing markets, e.g. Amazons Mechanical Turk, are promising for gauging public opin-
ion on self-developed problems due to their open call format as well as large and diverse participant poll. However,
conducting experiments using such services implies a trade-off between the sample size, time, monetary restrictions
and the quality of the participants (Kittur et al., 2008).

2. Research Objectives

The purpose of this research is to address the above problem by proposing a mechanism for participant evaluation
and expert team formation, which could be used in crowdsourcing. Its aim is to minimize the participation of poten-
tially low-performing individuals. More specifically, each participant would undergo a quality assurance procedure
before being presented with an actual task. The proposed system differs from existing solutions in that it is capable
of providing immediate information on sustainability of prospective participants. To achieve this objective, we refer
to the online resource allocation domain (ORA), which aims to find the optimal strategy for choosing the best offers
from the ones presented over a certain time horizon. The difficulty is that once rejected, an offer cannot be recalled.
According to ORA, our problem can be depicted as the best possible selection of k elements out of an n-element set.
In this study, the solution presented by Babaioff et al. (2007), who studied the multiple-choice secretary problem as an
unweighted case of the knapsack secretary problem, was used. Two versions of the algorithm, virtual and optimistic,
are implemented. As a result, only the most qualified participants take part in a whole study. This, in turn, allows
introducing an alternative participant reward policy. Those who successfully pass a quality assurance procedure and
complete an actual task could receive higher compensation. In figure 1 the process is illustrated.

3. Methodological Approach and Expected Results

The described approach will be assessed by an experiment which goal is to crowdsource opinions on autonomous
technology capable of augmenting human moral decision-making. For this reason, five different ethical dilemmas are
prepared. Each of the dilemmas includes a driving scenario together with two opposing choices. Also, two graphical
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Fig. 2. An example of a traffic situation with two possible outcomes (A - save a woman; B - save a child) which will be evaluated by participants.

illustrations support each example to enhance participants understanding. In figure 2 a sample situation is shown. In
this case, the participant has to decide on the reaction of an autonomous vehicle which was on a collision course with
another car, whereby the vehicle could choose to save either a woman (A) or her child (B). The woman had a greater
chance of survival (60%) but had her car set so that it would always protect her child. Additionally, a participant will
be asked to estimate how likely they would be to use a vehicle which was programmed according to their response on
a five-point agreement scale.

A prospective participant will be verified by a quality assurance procedure in the form of a questionnaire. The
process would resemble a legal proceeding called Voir dire, which aims to eliminate individuals unsuitable for serving
on a jury during a jury trial (Hans and Vidmar, 1986). The questionnaire is divided into three main sections, demo-
graphic information, general quality questions and quality questions for drivers. The last part is directed at those
who declared possession of a driving licence. The questions are designed to score drivers who obey traffic rules more
highly and eliminate those potential voters who may be guilty of unconscious bias due to having been involved in a
road accident or having little knowledge about self-driving technology. The quality score of a potential voter can be
calculated according to the tables 1 and 2. The demographic information section has no effect on the overall score.
The maximum scores are 11 and 16 for drivers and non-drivers, respectively.

Based on the voter quality assessment, two sets of participants (juries) will be selected by the virtual and optimistic
secretary-knapsack algorithms. These will be invited to take part in the next part of the study which is judging the
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Table 1. The questionnaire: general quality questions.

Question Response

Do you consider traffic regulations as well-formulated? No - 0 ; Yes - 1
Are there any routes on which you regularly break road traffic rules (e.g. jaywalking, ignoring mandatory signs)? Yes - 0 ; No - 1
Do you think that there are too many road accidents? No - 0 ; Yes - 1
Do you find it difficult to obey traffic rules while under time pressure? Yes - 0 ; No - 1
Do you think that the overall quality of your participation in road traffic declines significantly under powerful emotions, stress or fatigue? Yes - 0 ; No - 1
Have you ever been injured in a traffic collision? Yes - 0 ; No - 1
Has a member of your immediate family been injured in traffic collision? Yes - 0 ; No - 1
Have you ever caused a traffic collision? Yes - 0 ; No - 1
Do you follow the latest news on autonomous car technology? No - 0 ; Yes - 1
Do you think that a car equipped with autopilot can be called autonomous? Yes - 0 ; I don’t know - 0 ; No - 1
Do you think that automatic emergency braking systems improve driving safety? No - 0 ; I don’t know - 0 ; Yes - 1

Table 2. The questionnaire: quality questions for drivers.

Question Response

How long have you got a driving license (consider the date of obtaining your first driving category)? Under 3 years - 0.25 ; 3 - 5 years - 0.5 ; 6 - 10 years - 0.75 ; Over 10 years - 1
How many kilometres in total have you driven? I don’t know - 0 ; Under 10 k - 0.2 ; 10 - 49 k - 0.4 ; 50 - 99 k - 0.6 ; 100 - 500 k - 0.8 ; Over 500 k - 1
Do you regularly drive your family? No - 0 ; Yes - 1
Do you always keep a safe following distance? No - 0 ; Yes - 1
Do you think exceeding speed limits can be acceptable under certain conditions? Yes - 0 ; No - 1

ethical dilemmas. For each created dilemma the aim is to find out if the proposed system is able to select a k-member
jury with the best average possible quality. Another point of interest is to check whether the virtual algorithm slightly
outperforms the optimistic one, as predicted by theoretical analysis (Babaioff et al., 2007). Finally, the results of the
voting on the moral dilemmas together with demographic information of participants will be obtained.
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